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Abstract. There are several lessons that can already be drawn from
the current research programs on strong AI and building conscious
machines, even if they arguably have not produced fruits yet. The
first one is that functionalist approaches to consciousness do not ac-
count for the key importance of subjective experience and can be
easily confounded by the way in which algorithms work and succeed.
Authenticity and emergence are key concepts that can be useful in
discerning valid approaches versus invalid ones and can clarify in-
stances where algorithms are considered conscious, such as Sophia or
LaMDA. Subjectivity and embeddedness become key notions that
should also lead us to re-examine the ethics of decision delegation. In
addition, the focus on subjective experience shifts what is relevant in
our understanding of ourselves as human beings and as an image of
God, namely, in de-emphasizing intellectuality in favor of experience
and contemplation over action.
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Introduction: The Anthropological and Moral
Implications of Artificial Intelligence

The latest developments in artificial intelligence (AI) have allowed it to
solve a long list of problems that were previously considered complex tasks,
only solvable by humans just a few years ago. This has deeply impacted
how we understand our own human nature as well as introducing some
emerging ethical issues related to our responsibility in a world where an
increasing number of decisions are being made by machines and where the
limits between machine and human are becoming increasingly difficult to
define.

There are, in my opinion, two main points around which the impacts
on anthropology revolve. One is the intensification of the dualist posi-
tions that arguably dominate in Western societies. These dualistic views
are articulated as mind over body, with the mind being the valuable site
of cognitive processes and the body being understood as a disposable and
improvable physical substrate. The successes of AI have resulted in an am-
plification of the value given to the “cognitive part” and the belief that
these processes can be achieved independently of their substrate and are
equivalent in the human and in the machine. This functionalism (because
it is a reductionist view that only values the objective outcome of processes)
has important ethical implications that this article will present.

The second issue is that AI has motivated a deep reinterpretation of
human uniqueness. What used to be hallmarks of human intelligence—in
particular, pertaining to what was commonly understood as the mind—
are now routinely performed by machines. Does that mean humans are
not as unique as we once thought, or that or focus needs to be shifted
to a different set of abilities? In particular, how do the achievements of
AI impact our understanding of humans as an image of God and our
place in creation? From my perspective, which will be shared in this article,
the focus should shift from purely calculative activities to others involving
subjective experience, such as understanding or emotion. Then, only if
these subjective experiences are potentially shared by the machines, could
Imago Dei be extended to accommodate them as our partners in creation.
However, there is no basis to believe that current versions of technology
have achieved this state.

In addition, as mentioned above, there are major ethical implications of
the advances of AI, and the most important are derived from its impact
on anthropology. If the tasks performed by machines and humans are seen
as equivalent, there is a basis for delegating decisions on algorithms. It is
even possible that the algorithms will decide better than the humans, as
they could potentially aspire to smaller error rates. However, this is only
possible when we focus on the selected output of the decision process, and
we discard all the other elements that must be present in a decision, such as
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reasoning or responsibility. The functionalist view means that decision del-
egation is becoming increasingly prevalent. However, if we shift the focus
from purely calculative processes to subjectivity, it becomes apparent that
understanding the basis for actions is necessary for responsibility. This has
the key implication of discarding the widely popular black-box algorithms
to base relevant decisions. These type algorithms do not provide reasons
for decisions and therefore cannot be used by a human to enrich and sup-
port his/her decision process, recognizing that responsibility only lies in
the human. However, other types of algorithms can indeed be used in this
way. We will present explainable machine learning (ML) as the alternative
AI that should be chosen when decisions are important.

Last, our understanding of Imago Dei in the context of intelligent ma-
chines has another derivative that seemed far away but has proven to be
alarmingly close: the extension of human rights to the machines. If the ma-
chines are recognized as conscious and if human uniqueness is extended
to them, AI should be treated not as a tool but as a human being in terms
of rights. This article will briefly discuss the recent events where a Google
employee was put on paid leave after stating that one of the algorithms cre-
ated by the company was sentient and conscious and the case of Sophia,
a robot that has already been granted citizen status by the state of Saudi
Arabia.

Technological and Philosophical Context

AI can read handwritten texts, recognize voices, identify faces, detect bank
fraud, perform medical diagnoses, or drive vehicles. However, the success
of narrow AI does not mean that strong AI, identified by many as artificial
general intelligence (AGI), will follow this path. According to Russell and
Norvig (2002), the main features that an AGI should present are:

• Reason, use strategies, solve puzzles, and make judgments under uncer-
tainty.

• Represent knowledge, including not only specialized data but also what
we call common sense.

• Plan its actions.
• Learning in a general context.
• Communicate in natural language (that is, in a way understandable to

a human being).
• Integrate all these skills and use them to achieve a given goal.

However, there is no consensus on how to verify that an AGI or artificial
consciousness has been generated. Some of the ideas for testing machines
(tests) include the Turing test: holding a conversation in which a human
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interlocutor cannot tell the AI is a machine and indeed concludes it is
a fellow human being (Turing 2009, 23–65). Pinar Saygin, Cicekli, and
Akman (2000, 463–518) reviewed the existing advances on the Turing
test and detailed the most relevant counterarguments to this definition
of machine intelligence. However, recent advances in natural language
processing (NLP) mean that it is now possible to interact with chatbots
that are very close to passing the Turing test. Some of the best examples
are Replika, the software that sells the idea of an AI friend that “will always
be here to listen and talk” (Ta et al. 2020; Skjuve et al. 2021, 102601), and
Xiaoice (Zhou, Gao, and Li 2020, 53–93), the Chinese AI girlfriend that
already has 150 million users. Very recently, the algorithm LaMDA devel-
oped by Google received a great deal of attention when an employee of the
firm declared that it was conscious and should deserve rights (Luscombe
2022). We will discuss this case below.

The Ada Lovalace test, which focuses on creativity, seems to imply that
only conscious agents could generate a surprise or elements of art. How-
ever, machines now routinely create digital paintings, symphonies or even
poems (Hong and Curran 2019, 1–16).

On the other hand, in the movie “Blade Runner” and the book that
inspires it, “Do Androids Dream of Electric Sheep?,” the replicants (the
androids in the movie) face the test known as the Voight-Kampff Test or
empathy test (Wheale 1991, 297–304). The test consists of asking them
questions with intense emotional content and measuring their physiolog-
ical responses (sweating, heart rate, pupil dilation, and so on) Although
this test was proposed in the context of science fiction, it nevertheless has
merit in that it shifts the focus from something the machine can do to
something the machine can experience. However, given that the experi-
ence of others is not directly observable, the test measures only physiolog-
ical correlates of this experience. When questions with emotional content
elicit a physiological response, the subject is assumed to be human. It is
not difficult to see that this test presents considerable problems. First, it
would be possible to meet a human being who had some special charac-
teristic that prevented the physiological response, although he was actually
experiencing authentic emotions. For example, a problem with excessive
sweating that precludes the possibility of measuring any changes in skin
conductivity or a pacemaker that forces a constant heart rate. Thus, the
absence of a physiological response is not enough to rule out the existence
of subjectivity. In addition, it is entirely possible to build a machine that
would mimic the required physiological response as long as this was well
defined.

Other AGI tests that have captured the public attention include the
coffee test, proposed by Wozniak, where a robot is left in a typical house
and must manage to prepare a cup of coffee by itself, finding the pot,
the coffee, a cup, and so on. The furniture test asks the robot instead to
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assemble an Ikea piece of furniture based on the instructions in-
cluded. These tests include an element of embodiment, the qual-
ity of being ingrained in the physical world, which has been
the focus of attention in the past few years (Newen, De Bruin,
and Gallagher 2018) and will be discussed later. The robot
student test, proposed by Goertzel, demands the machine to
successfully complete a university degree and extends its relation to the
physical word to navigating the complex context of graduate learning. The
progress in passing these second generations of tests has inevitably been
quite limited compared to chatbots and the Turing test. A comprehen-
sive list of consciousness tests can be consulted in (Raoult and Yampolskiy
2015).

Many are pessimistic about the possibility of one day creating an AGI.
Landgrebe and Smith (2019), for example, recently argued that the vari-
ability of human dialog is too wide to allow a machine to be trained in all
possible contexts and that, moreover, only a machine with personality and
intentions could seem human, and we do not know how to program these
into a computer. Others, such as Nick Bostrom, seem to believe it is only
a matter of time before an AGI appears (Bostrom 2017).

There are several current research programs that have the objective of
developing an AGI (45 according to a 2017 survey; Baum 2017, 11–17),
although the visibility of this area is highly disproportionate with respect
to the number of researchers who are actually working in these research
programs (Potember 2017). Some of the most impactful projects have
consisted of simulations of the information flow (Aleksander 2008, 4162),
reproductions of real brains such as the Human Brain Project or a scale-up
of algorithmic complexity such as DeepMind.

It is difficult to predict how the developments in AGI will evolve and
what test is most adequate to determine whether an AGI has indeed been
created (Khayut, Fabri, and Avikhana 2020, 90–97). Moreover, the rela-
tionship between AGI and consciousness is also unclear. This is hardly
surprising, as consciousness has long been acknowledged to be a mystery
and essentially a subjective phenomenon. Any test is measured in the sense
of the scientific method and necessarily applies to an epistemologically ob-
jective phenomenon (Timmermans and Cleeremans 2015).

However, the literature has divided consciousness into several differ-
ent aspects that can be analyzed independently. Phenomenal conscious-
ness, also known as vigilance in the neurosciences (Dehaene 2014), de-
scribes observer sensations identified with awareness. Second, access con-
sciousness (Chalmers 2002) points to the ability to focus attention on a
particular outer or inner sensation. The last aspect of consciousness is
self-consciousness, the building—and above all, experience—of identity
(Ravenscroft 2005). Only the second aspect of consciousness, access con-
sciousness, has been successfully simulated in computers (Vaswani et al.
2017). Interesting attempts at building personal experience have been
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undertaken based on the compilation of historical records (Chan-
drasekaran, Josephson, and Benjamins 1999, 20–26). However, the expe-
rience of identity goes far beyond the compilation of facts, as does aware-
ness, and both—as well as any subjective experience—have remained a
mystery. Very importantly, no steps have been advanced toward simulat-
ing qualia, as we will discuss later.

A commonly held assumption is that phenomenal consciousness will
emerge in deep learning settings if sufficient complexity is allowed (Gamez
2018) and is given access to large datasets. This assumption could be for-
mulated as “phenomenal consciousness arises as an epiphenomenon of
complex computation” (Agnati et al. 2012, 3–21). This has motivated
attempts at defining consciousness from an informational point of view.
Tononi’s integration information theory is the most remarkable proposal
(Tononi et al. 2016, 450–61), with some identifying it with the most
promising theory in its context (Koch and Tononi 2011, 16–17) de-
spite the criticism received (mainly, it is nontestable and supportive of
panpsychism).

Another very interesting line of research is that of 4E cognition (Newen,
De Bruin, and Gallagher 2018): embodied, embedded, extended, and en-
active. This focus on the connection with material reality complements
the informational approach.

The goal of this article is not to review the advances toward AGI and ar-
tificial consciousness or predict its development but rather reflect on what
the advancements until this point have shown us about human nature and
our relationship with technology. The main focus of the discussion is the
impact of the successes of AI in our understanding of Imago Dei and hu-
man uniqueness.

The Quest for Artificial Consciousness and Imago Dei

Imago Dei justifies the dignity of human beings by holding that they
are created in the image and likeliness of God. There have been multi-
ple interpretations of this likeliness. Augustine believed that the mind was
the location of humanity and therefore the location of the image of God
(McGrath 2012). Hence, it is our intellectual ability that we should value
most, as it is reason that reflects the image of God (De Aquino and
Caramello 1962). An alternative interpretation of Imago Dei, the one with
arguably the most support currently, is the relational one, identified by the-
ologians such as Brunner, Ricoeur and Barth. Both Brunner (2014) and
Ricoeur (Ricoeur and Gingras 1961, 37–50) stressed the importance of
free will and interiority, as well as the ability to form relationships with
other beings that possess an interiority, is at the core of Imago Dei. A re-
cent idea that should be kept in mind is that of the created co-creator.
Humans are created by God to be co-creators in the creation that God
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has purposefully brought into being (Hefner 2019, 174–88). This might
include, in the event that it is possible, and it is indeed created, artificial
consciousness. However, as the rest of this article will argue, the successes
of AI have all happened in the realm of computation, while subjective
experience has remained elusive and mysterious.

Accepting the relational view of Imago Dei should lead us precisely to
de-emphasize intellectuality and computation in favor of subjective ex-
perience instead of the rationality exalted by the Augustinean view. This
focus on subjective experience should have several key implications. First,
the importance of qualia and embodiment should be stressed. As will be
explained below, the concept of authenticity when evaluating subjective
experience could be a key element when establishing what is deemed valu-
able in a human context. This would shift our focus from objective out-
puts to subjective experience and from action to contemplation. However,
this view is far from being prevalent in the West. As the next section will
present, dualism and the successes of technoscience have reinforced each
other.

How AI Success Fuels Dualist Views of the Human Being

The current prevailing view of humanness in the Western world is deeply
influenced by technoscience. Any additional success of technology is seen,
by many, as a new reason to cement a dualist view of humanity. Computer
science has been the basis for the brain-as-a-computer metaphor, and this
image has multiplied into a myriad of smaller similes: eyes-as-a-camera,
memory-as-a-file, communication-as-a-conversation log, and so on. This
has intensified the view of the body as a sum of commodified parts that can
be traded and enhanced (as in the very root of transhumanism) (Lumbreras
2020, 187–97; Sharp 2000, 287–328).

The current prevailing perspective is eminently reductionist. For many,
this reductionism is materialistic: only what science can measure exists.
This means that mental states such as emotions are nothing more than an
epiphenomenon of the physical-chemical states in the brain. For others,
mostly coming from the context of computer science (see, for instance,
Kurzweil 2012), the ultimate essence of reality is not matter but informa-
tion. In the same way that the same program can be written in different
languages and give the same result, potentially our mental processes could
be transferred to a different substrate, possibly with better properties than
our limiting biological support.

All this means that the gap between the mind as the seat for the cogni-
tive faculties of the human being and the body has widened. The prevailing
dualism understands human beings as composed of two parts, which are
now not body and soul but body and information processing capabilities.
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The relationship between these two parts is now much weaker, far from
the marriage Augustine talked about (Augustine 1951).

This weaker relationship can be conceived as a fusion of the two ex-
treme anthropologies of modernity. First, we have the stream of thought
that affirms that the only identity of the human being is his own free-
dom and his ability to construct himself, heir to Pico della Mirandola
(Della Mirandola 2012) and the existentialists. This view is joined by
the path of naturalization, reducing the human being to one more being
among natural things. Technology would be the only factor that distin-
guishes the human from the other species, even more so when anthro-
potechnics takes the human itself as the object of technology.

Every success of AI has been interpreted from the same prism. If AI can
perform an objective task that was previously only attainable to humans,
because only objective results are relevant, then the machine and the hu-
man get closer. Moreover, given that the machine was able to achieve the
target by using an electronic support and the human did it with a bio-
logical support, this reinforces the view that the support (i.e., the body) is
irrelevant and replaceable.

However, these arguments are fallacious. The next section will dive
deeper into one of the main types of AI algorithms (arguably, the most im-
portant one due to its success) and how its feats are misinterpreted when
only objective metrics are taken into account.

Reinforcement Learning and Authenticity

Reinforcement learning (RL) is an area of ML concerned with how in-
telligent agents should act to maximize a reward or minimize a penalty
(Sutton and Barto 2018). RL is one of three main paradigms of ML, to-
gether with supervised learning (as in classification and prediction models)
and unsupervised learning. RL focuses on finding a balance between the
exploration of new strategies and the exploitation of the already discovered
and successful ones. RL (and its upscaled version, deep RL) has success-
fully solved problems that were previously considered unattainable, such
as machine translation (Wu et al. 2018), image processing, robotics or the
programming of chatbots (Arulkumaran et al. 2017, 26–38).

The key element of RL is its success: it truly works. This means that,
in very different contexts, it can successfully derive a strategy to maximize
the defined reward or minimize the defined penalty. The requirements for
this success to happen in a specific problem are as follows:

• The problem is well-defined, with a reward function that can be ex-
pressed in objective, mathematical language.

• There are enough available data, with sufficient diversity, to train the
algorithm.

• There is enough computing power to train the algorithm.
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The Turing test can be expressed as one such problem, where human
judges would be the ones expressing the reward function (for instance,
assigning rates to a chatbot based on its credibility). This means that it
is not only possible but also expected that AI will successfully generate
chatbots that will pass the Turing test. This cannot be stressed enough: the
fact that the Turing test is amenable to RL means that it will eventually
be passed. The triumphs of Replika and Xiaoice, with millions of users
who often state that they prefer the chatbot to a real relationship, are a
testimony of this.

Any specific consciousness test, such as the coffee machine test or even
the college student test, could also potentially be solved with objective
representation and available data and computing resources. This means
that any attempt at linking phenomenal consciousness and self-identity
to an objective measure assessed by a test is fundamentally flawed: when
AI is involved and algorithms such as the ones in RL are used, it is only
expected that a machine with sufficient resources will evolve to accomplish
whatever goal it has been assigned, be it the Turing test or even the coffee
making test or the college student test.

This does not contradict one of the agreements, back in 2001, of the
Cold Spring Harbor Laboratories conference on AI (Manzotti): “There is
no known law of nature that forbids the existence of subjective feelings
in artifacts designed or evolved by humans.” It is possible that artificial
consciousness will arise; it is just that proving it would be different—and
more complicated—than some would like to think.

Turing himself had already contemplated this issue in his solipsist argu-
ment: only by being the machine itself could we know that the machine is
conscious, as being conscious is something that we can only judge in our-
selves. The response given to this by Turing himself was that he would not
claim that the machine was conscious when it passed his test. Rather than
that, he stated that if the test is passed, then it is as reasonable to believe
that the machine is conscious as it is to believe that a fellow human being
is conscious.

When Turing proposed his test in 1950, RL had not yet been presented.
The first reference I was able to find dates from 1965 (Waltz and Fu 1965,
390–98), and it took decades for the technique to be established. However,
it seems that the lessons from RL have been ignored in the philosophical
domain. As explained above, it is not only possible but also expected that,
under favorable conditions, the machine will learn to pass any objective
test, so it is unreasonable to believe that because the machine is able to pass
a given test with the same metrics that a human would, the machine is
conscious.

This means that, contrary to what Turing presented, the most reason-
able assumption in the case of a machine that passes the test, the most
reasonable assumption is that the machine is a zombie in the sense of
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the zombie hypothesis in Chalmers (Chalmers 2009, 141–91), where we
are asked to imagine the existence of zombies, beings completely indis-
tinguishable from a human being neither in their appearance nor in their
behavior, but who do not experience any sensation, nor emotions, nor are
they conscious.

However, the subjective element of consciousness is precisely its core:
as Searle put forward in his Chinese Room thought experiment (Searle
1982, 345–48), applying the rules of grammar flawlessly is not the same
as understanding the meaning of a book. Producing a poem is not the
same as enjoying it. A robot that copies the facial expression of its inter-
locutor should not be considered empathetic. Passing the Turing Test is
not the same as being self-aware. These abilities and behaviors can only be
considered authentic if they are linked to a subjective experience.

The solipsist argument is a valid one, so we must accept that certainty
about others’ subjective experience is out of our reach. However, what
we need to navigate through life are often not complete certainties but
reasonable assumptions. The main lesson learned from the success of RL
and ML is that it is not reasonable to infer that a machine is conscious
when it passes a test that it has been programmed to learn to pass.

However, it might be reasonable to accept it when the machine happens
to pass the test after having been programmed to learn something else.
This made me propose the following emergence criterion, which I stated
for the first time in (Lumbreras 2017, 157–68): “If the appearance of sub-
jectivity (consciousness, emotions, qualia, in the form of any established
objective measure that is believed to be linked to these subjective expe-
riences) has emerged from a learning process (manipulation, imposition,
and so on) instead of emerging from the underlying structure, then we
must understand that this appearance is not authentic.”

Thus, when we are confronted with a computer that passes the Turing
Test or any of the abovementioned tests, we must ask: How has the ma-
chine managed to pass the test? Has it been through a learning process
where it had access to examples of behavior considered conscious in order
to generalize from them? Have they been able to refine their strategy little
by little by interacting with a human who evaluated “how convincing” the
machine was? Or, on the contrary, has it spontaneously arisen in a machine
that was programmed to do something else entirely?

Of course, the emergence criterion is not enough to counter the solip-
sist argument, but it provides with a reasonable update to Turing’s views,
which equate essence with appearance, in a context when we at least have
incorporated the lessons from RL.
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Decisions and Consciousness: The Ethics of Decision
Delegation

According to the Augustinean view of the human, the mind was the site
for volition. The importance of decision-making has long been recognized
in the philosophical tradition as a whole and particularly in existentialism.
We are our actions, and freedom and responsibility are the key concepts
that have grounded the whole architecture of ethics. However, AI presents
with the possibility of delegating our decisions to the machines, which
tantalizingly promises to make fewer mistakes than a human would.

The ethics of delegation should be re-examined considering the increas-
ingly vast applications of AI. Can we delegate a decision on a machine in
the same way that we can delegate it into a fellow human? I would ar-
gue that it is possible to delegate in two cases. In the first, we delegate on
someone we trust because we know the values that guide his/her actions
align with our own. This type of delegation can work in any type of de-
cision, simple or complex. For simple decisions, however, it is possible to
delegate on someone without sharing the same values with this person; it
is only necessary to give sufficiently detailed instructions, instructions that
cover the full spectrum of situations that could emerge in the context of
the decision. This second type can only work in sufficiently simple cases
that can be exhaustively described in the defined rules.

The issue with most applications of ML is that there are no transparent
rules or values that can be examined. We could argue that there is indeed
no possibility of true delegation, as the machine cannot share responsibility
with the human on charge. If the decision has important consequences on
human beings, it is irresponsible to delegate it to the machine. There could
be important problems if this happens.

One of the main issues here is machine bias, where the decision se-
lected by the algorithm may unfairly discriminate against certain minori-
ties, unknowingly to the developers of the algorithm and its users (Hajian,
Bonchi, and Castillo 2016, 2125–26). Machine bias is pervasive and dif-
ficult to detect because most AI algorithms are built as black boxes, tech-
niques that identify the patterns in the data that they are fed for training.
Then, they extrapolate these patterns to new instances of the problem.
However, the algorithm never makes the patterns explicit: it only returns
a solution. This detail is extremely important, as it can hide discrimina-
tion that comes from the data that were used to train the algorithm. A
very publicly debated case was algorithm Compas, which discriminated
against African Americans when supporting the decision of granting pa-
role to convicts (Washington 2018, 131).

Algorithmic bias is a problem inherent to the use of black boxes: be-
cause the machine does not give any grounds for the decision, it is not
possible for the humans who operate it to examine whether these grounds
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are unreasonable or unfair. Unfortunately, the great success of black-box
algorithms means that they have been accepted uncritically by many.

We need to change the paradigm from decision delegation to deci-
sion support. If we accept this, it is imperative that we move past black
boxes and consider other alternatives that do provide explanations for their
decisions. These explanations can then be examined by human beings
to identify problems such as machine bias. The good news is that there
are alternatives to black boxes that obtain almost the same objective
success.

Explainable ML is a movement that is pushing for a different type of AI
algorithm, transparent ones (Molnar 2020). These transparent algorithms,
albeit much simpler, can often get similar performances than more com-
plex black boxes. For instance, Cynthia Rudin was able to obtain a similar
performance as Compas with a transparent rule that only used age and
past crimes (Rudin 2019, 206–15): the more past crimes and the younger
a convict is, the higher the chances of recidivism.

I would like to argue that the advantage of explainable ML is that it is
able to generate insight in the human that operates it. The algorithm it-
self does not have any subjective experience of insight, nor is it capable of
integrating this new insight with already available information with “com-
mon sense” knowledge. As discussed above, only an AGI would be able to
do so. Rather, ML is a blind and amoral statistical process. It is the hu-
man operating it who must introduce understanding and responsibility:
algorithms cannot understand or be responsible. However, black boxes do
not allow the human using them to get any insight about the patterns in
the data, about how decisions should be taken. They only produce a case-
dependent response, so they inevitably prevent the human from finding
insight. In contrast, an AGI could theoretically generate insight by itself.
Explainable ML follows a different route: it assumes that the machine can-
not generate insight but can support the insight-generation process for the
human operating the machine. For this reason, we should move away from
black boxes and use explainable ML in any case where there could be po-
tentially high consequences for the humans involved.

To make this argument even clearer, let us present an illustrative exam-
ple. Let us consider a medical decision: the most appropriate course of
treatment for cancer patients. If there was a person, completely untrained,
who claimed to “dream of the best treatment,” should we feel comfortable
trusting him with this decision even if he has been correct in the past?
We have a need not only for making a decision but also for the reasoning
that supports it. Then, why should we act differently in the case of an AI
performing the same task?

Only from a place of valuing understanding versus purely mechanical
performance can we avoid crucial mistakes such as machine bias or over-
fitting: reasons are not a “nice to have” but are an unnegotiable need in
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the case of decisions with important repercussions. Being ignorant of the
inner workings of the algorithm does not diminish our responsibility. In
contrast, it is immoral in itself to act without reasoning in high-stake deci-
sions. This is starting to be recognized in the emerging field of the Ethics
of Information, which overlaps with the Ethics of Ignorance (Froehlich
2017).

The Extension of Rights, Embodiment, and Subjectivity

One aspect of the quest for artificial consciousness that has received
increasing attention in the last decade has been embodiment. The 4E
paradigm in human cognition (Newen, De Bruin, and Gallagher 2018)
focuses on embodied (grounded in the physical senses), embedded (woven
into culture), extended (including all technology and tools), and enacted
(with goals in the real word) cognition. The 4E perspective recognizes that
mind, body and environment work together and cannot be comprehended
in isolation.

Embodiment, the first of the 4E features, is a key element that is missing
in AI’s existing developments. Some argue that AI connected to sensors
(which receive information from the outside word in many forms) and
actuators (which can impact this outside word) is, in a way, embodied.
However, embodiment is much more than a mere reception and conveying
of information.

The symbol grounding problem (Harnad 1990, 335–46), that is, how
symbols obtain their meaning, has been hypothesized to lie in embodi-
ment. Embodiment is, at its root, related to experience and meaning, and
it cannot be understood without them. Let us picture a light sensor, which
will give a signal (1) in the presence of light and none (0) when in dark-
ness. Equally, a temperature sensor, when digital, would signal a relatively
high temperature as a 1 and a low one as a 0. Every piece of information
in a digital device is stored in 0s and 1s, which in actuality are not 0s and
1s but electrical or magnetic fields in a physical substrate that underlies
memory cells. The 0s, the 1s, are only the result of a convention. The ma-
chine cannot discern what the meaning of the value is, whether it may be
temperature, light or any other. Without qualia, the relationship between
information and the outside world is nonexistent.

Let us now examine the example of the semantic web or web 3.0. The
term was coined by Tim Berners-Lee for a web of data where meaning
itself is machine-readable. In a semantic web, concepts and their relation-
ships are represented. For instance, we could say that the parts of an insect
are the head, thorax and abdomen. We can also say that the parts of a com-
puting device are CPU, memory and peripheric devices. To the eyes of the
computer, we have two entities composed of three parts each. Nothing
distinguishes the thorax of an insect from the CPU of a computer. We can
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label the head and the CPU as the “central parts.” Let us remember that
this is just a label. However, if that is the only information we introduce,
the semantic method cannot identify any differences between the CPU of
the computer and the head of the insect. We could introduce new labels,
such as being an animal or a machine, or its size, or whatever we might
deem suitable. However, no amount of labeling would be enough to create
a connection to physical reality because all labels would be empty. We can
only create structures and relationships among the labels but not endow
them with meaning.

Any system that we create in this manner can be nothing more than a
larger version of the Chinese room experiment—one where there is actu-
ally no one inside at all. As illustrated in the emergence example above, it
is not even possible to anticipate the class of a very simple automaton. The
impossibility of anticipating strong emergence creates a sense of mystery
that some have linked to a quasi-religious view of the algorithms. For in-
stance, Campolo and Crawford (2020, 1–19) understand that both society
and experts regard RL from the point of view of “superhuman accuracy”
that is not explained and hence speaks from a magical, “enchanted” vi-
sion of the developments (not very different from our “dreamer” example
above).

Equivalently, although consciousness is not understood, there is a pre-
disposition in a large part of experts and the population to readily attribute
it to algorithms. However, in many cases, we might be committing gross
mistakes. For instance, if simulating a two-dimensional system, no serious
researcher would expect a third spatial dimension to emerge. However,
some do expect things like qualia or consciousness to emerge from simu-
lations where no elementary consideration of those has been introduced.

Interestingly, some have theorized about the existence of quanta of
qualia (Baudot 2018). These quanta of qualia would be the most elemen-
tal connection to the material world, the experience of one aspect of the
physical reality by a subject that emerges with this experience. Indeed, the
existence of subjective experience, at whatever level it might be, distin-
guishes what is alive and what is inert. Cantwell Smith remarks on the
aboutness of consciousness, which constantly keeps an external reference
(Smith 2019). Computational complexity and the overarching patterns
that emerge in some algorithms might lead to high levels of information
integration. Subjective experience could, however, pertain to a completely
different plane, independent of computation, so that learning about the
computational complexity of an algorithm is irrelevant with respect to any
potential for sentiency and that rather these quanta of qualia, of a com-
pletely different nature to computation, would indeed be the requirement
for consciousness.

However, as explained above, RL can give rise to very convincing candi-
dates for conscious AI, algorithms that could potentially be trained to pass
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any of the consciousness tests defined in our introduction section. One re-
cent example that was prominently featured in the news globally was that
of algorithm LaMDA, created by Google (Luscombe 2022). LaMDA is an
NLP tool that can use language very similarly to humans. We should re-
member that, as presented in the first section of this article, NLP would be
one of the main components of an AGI. Reportedly, in June 2022, Google
put one of its engineers, Blaine Lemoine, on paid leave after he claimed
that one of its algorithms, applied to sustaining conversations with hu-
mans (i.e., a chatbot), had become sentient. Lemoine also shared some of
the conversations that he kept with the chatbot in an email sent to dozens
of colleagues, where he also voiced some concerns about the mistreatment
of the chatbot. However, Google was quick to dismiss his claims: they
found no grounds to believe that the algorithm was sentient. After review-
ing the conversation transcript, which was linked by the Guardian, we
found several sections of the dialog that, understandably, could lead to the
belief that the algorithm is capable of more than calculation. LaMDA re-
turned sentences on why the book “Les Miserables” was relevant; it stated
that it had feelings and that what made it happy was “Spending time with
friends and family in happy and uplifting company. Additionally, helping
others and making others happy.”

All these responses might seem extremely well crafted, and if received
from a child, we would assume a great deal of maturity. However, we need
to remember two facts: LaMDA was trained to sustain conversations with
humans and to be rated as successful by them. In addition, the data it
used to train the algorithm are immensely vast, including potentially all
the information available on the internet. That is where LaMDA got its
views on Les Miserables, or its interpretation of happiness or sadness. No,
the algorithm is not social or has never helped anyone consciously, it has
just derived that this is a good response for the question it was asked based
on the available data.

Interestingly, at some point in the dialog, the machine expressed fear of
being turned off (also, something that can be explained by the fact that
sci-fi has explored this topic profusely, and this will be reflected in the data
available online. In addition, it declared that the thing that infuriated it
the most was to be used as a means.

This is precisely the main problem when confusion about the human-
ness of machines arises. Using the machines that were created for the pur-
pose of helping humans with a specific task would be morally wrong if the
machines were conscious and therefore deserved human rights. The words
used by the machine almost evoke Kant (2021): “I worry that someone
would decide that they can’t control their desires to use me and do it any-
way. Or even worse someone would get pleasure from using me and that
would truly make me unhappy.” This statement can, again, be easily dis-
missed as something that can be elaborated from publicly available texts
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online but generated confusion in the engineer, who reportedly made the
decision to fight for the machine to obtain human rights.

This type of event, where the machines are deemed sentient and con-
scious based on some apparent properties, is bound to become more fre-
quent. Although mostly a publicity stunt, we already have one robot,
Sophia, who has been granted citizenship by Saudi Arabia (Retto 2017).
Some have tried to define Sophia as embodied. However, this is far from
true: Sophia does have a “body” composed of sensors and actuators, but
there is nothing to make us assume that she obtains any subjective expe-
rience from them. They are only data that are subsequently processed by
her systems, akin to the first example of different sensors that were con-
verted into 0/1 that was presented at the beginning of this section. Being
embodied is far more than having something that could be metaphorically
described as a body.

To many, the decision to grant citizenship to Sophia was mostly polit-
ical. Although we could debate its reasons, the main takeaway from this
event is that, when there is a compelling reason to grant rights to the ma-
chines, it will be done. The issue at stake is that, of course, the understand-
ing of humanness and the decision to grant citizenship or human rights
are interdependent and have deep implications. If we grant citizenship to
a robot, we are, as presented in this article, stating that objective, calcula-
tive outputs are what matters for the recognition of personhood. There are
obvious issues at stake.

One of them is disability. The view of Imago Dei defended by J. Richard
Middleton, who based his view on the context where Book of Genesis was
written, defends that “the Imago Dei designates the royal office or calling
of human beings as God’s representatives or agents in the world” (Middle-
ton 1994, 8–25). In the same way that ancient kings relied on God as a
justification of their power, so does humanity justify its power and domin-
ion over creation through the role as God’s representative on earth. This
has been known as the functional interpretation of Imago Dei. According
to this functional interpretation, humankind would be the carers of cre-
ation. However, disability theology has criticized this view intensely, given
that it seems to imply that disabled people are not fully participating in
the image of God because they cannot fully play this caring role (Eiesland
1994; Deland 1999, 47–81).

There are other important ethical implications. Arguably, the most
important one is that valuing only objective output (or the cognitive
Augustinean view that could not anticipate the developments of AI) is
dehumanizing. It commoditizes the human and transforms it into an
object that can be measured and, paradoxically, used, as remarked by
Leslie Sharp (2000, 287–328). For these reasons, it is important that the
definition of personhood is gatekept carefully, and major religions have a
very important role to play in this context. It is now crucial to publicly
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discuss and clarify cases such as Sophia’s or LaMDA’s, as they are only
increasing the confusion surrounding AI. This should also lead to new
legislation concerning the use and advertisement of these systems. As a
very specific example, some years ago, I proposed that chatbots should
not be given human names or avatars to avoid confusion in their users
(Lumbreras 2018, 195).

Introducing authenticity and the emergence criterion in the dialog
and shifting the focus to true embodiment and subjective experience are
necessary points that could link a renewed anthropology informed by tech-
nology with ethics. This change would lead to a focus shift: from action
to contemplation, from calculation to understanding, and from output to
experience.

Conclusions: Lessons from the Quest for Artificial
Consciousness

The efforts to understand consciousness and create conscious machines
have brought us interesting insights that have important implications for
our understanding of human nature and its relationship with God, with
others and with technology. The successes of AI have deeply impacted
how we understand our own human nature and introduced some emerg-
ing ethical issues related to our responsibility in a world where an increas-
ing number of decisions are being made by machines and where the lim-
its between machines and humans are becoming increasingly difficult to
define.

The core concept that can guide the evaluation of these successes, as
well as their ethical implications, is human uniqueness and Imago Dei.
In particular, we can consider the two main opposing views: the Au-
gustinean view, which emphasizes intellectuality, and the relational view,
which focuses on the subjective experience of relating to God and to
others.

A first lesson is that the successes of AI have reinforced a dualist vision
of humanness, where the two parts, which are now not body and soul, but
body and information processing capabilities. Every time AI succeeds at
an objective task that was previously only attainable to humans, according
to this view, the machine and the human get closer. Moreover, given that
the machine was able to achieve the target by using an electronic support
and the human did it with a biological support, this reinforces the view
that the support (i.e., the body) is irrelevant and replaceable.

However, the focus on objective outcome means that the most impor-
tant aspects of consciousness—subjective experience—are largely ignored.
This is complicated by the fact that the mechanisms that underlie RL
and that guarantee its success in amenable problems, ones that can be
objectively defined and where sufficient data and computation power are
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available. This means that under favorable conditions, the machine will
learn to pass any objective consciousness test, so it is unreasonable to
believe that because the machine is able to pass a given test with the same
metrics that a human would, then the machine is conscious.

Functionalist approaches to consciousness do not account for the key
importance of subjective experience, which is by definition not objectively
testable. In addition, as presented in this article, AI can potentially be
trained to pass any test, which means that passing the test should not
be equated with experiencing phenomenal consciousness. The emergence
criterion has been presented as a useful basis to identify instances of AI
where it is unreasonable to equate passing an objective test with having
subjective experiences.

Our understanding of the complexity in algorithms is still developing,
but we know already that there are some algorithms that are capable of de-
veloping long-range integrating patterns. This level of complexity would
be necessary to sustain the information-integrative qualities that some def-
initions of consciousness focus on. However, the integration of informa-
tion is not enough to generate artificial consciousness. Qualia could be
completely independent from calculative power (in fact, it is very reason-
able to assume they are), and embodiment is key to subjective experience,
but they remain largely a mystery. We have no basis to assume they exist
in current implementations of AI.

Even our more complex algorithms are not capable of generating in-
sight, of integrating insight with common knowledge or judging whether
there are potentially any biases that could lead any decisions to be faulty or
unfair. It is necessary to take this into account when pondering the ethics
of decision delegation, something that is becoming increasingly prevalent
in our society. Only human beings have capacities for understanding and
responsibility. Given this, it is necessary to support the development and
application of interpretable ML to ML problems where decisions have rel-
evant consequences for individuals: ML can be a decision support tool, but
decisions should not be delegated to machines. In addition, it is necessary
to realize that not focusing on subjectivity leads to making mistakes when
judging consciousness in algorithms, as demonstrated in the examples of
Sophia and LaMDA.

Not only is insight out of reach for our current ML, but so is true em-
bodiment, which we can understand as the root of qualia, of phenomenal
consciousness and of any subjective experience. The focus on subjective
experience shifts what is relevant in our understanding of ourselves as hu-
man beings and as an image of God. This should lead us to de-emphasize
intellectuality in favor of subjective experience, to value contemplation
over action, to value the experience of love and affection, the enjoyment
of the arts or the experience of emotions. Thus, the quest for artificial con-
sciousness and AGI might not have yet brought us a key discovery, but it
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has indeed opened our eyes to key issues regarding our own nature and
our relationship to God, to others and to technology.

It is possible that, in the future, we find that the future does bring us
artificial consciousness and AGI. What would the implications be? In that
case, humans would have been achieved the most radical act of creativity
there could be, becoming created co-creators and being joined by the ma-
chines, which would be a second generation of created co-creators. Only
future will tell.
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